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ABSTRACT

Advances in GIS software and Exploratory Spatial Data Analyschniques (ESDA)
have provided transportation safety engineers with tools to observanahyae safety-related
data from a new perspective. The presented research takesi@GESSDA one step further and
incorporates the use of advanced statistical techniques for ahmooegh and complex analysis
of safety data. This is achieved through the implementationnetwaork constrained cross K-
function to analyze the relationship between occurrences of mtedetrashes and bridges
within a county. The counties included in the analysis weretedl¢lsrough the use of Local
Moran’s | statistic, which allowed the selection of counties withie same geographical area
that are similar in terms of a parameter, in this case the iceerelateh rates. The objective was
to explore the relationship between ice-related crashes angesridr counties displaying
similar ice-related crash rates to compare and analyze winter nainéetechniques.

The results identified clustering of ice-related crashes arbriddes in four counties of similar
ice-related crash rates in the Southeast region. Similavly out of four counties showed
clustering of ice-related crashes around bridges in the Northregisin. From these results,
there is a strong case to suggest that counties in these repmuid focus additional winter
maintenance efforts at bridge locations. Furthermore, thisrobsshowed how the use of
advanced spatial statistical techniques, particularly netwaskd statistics applied within a GIS
environment can be used as a unique and innovative approach towards safety dasa analysi
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INTRODUCTION

Advances in Geographical Information System (GIS) softwaeve hprovided
transportation safety engineers with tools to observe and arsiety-related data from a new
perspective. Recently, there has been a boom in the use of Expl@atdrgl Data Analysis
techniques (ESDA) for safety data analysis. The presentedrcbstakes advantage of the
expanding GIS capabilities and incorporates ESDA with advantstist techniques to take
the analysis of safety data one step further.

Winter maintenance costs can consume a large percentage ofedlldcalgets of Northern
states DOTs, depending upon the intensity and severity of weathertimasndi Winter
maintenance decision making is one of the most complex tasksNuoatheern state Department
of Transportation (DOT) deals with in terms of where to implameffective maintenance
activities.  Decision makers are thus faced with the challehdg@w to optimize the use of
continually decreasing resources. As problems become more @onsplehave solutions.
Fortunately, the use of GIS tools provides a powerful platform t@imerthe complex analyses
needed to optimize resource use.

One variable that can be analyzed through the use of GIS amal spatistical analyses is the
identification of locations that should be the primary target atevimaintenance activities, such
as de-icing and anti-icing, to reduce ice-related crashes.ofQhe most common approaches to
identify locations for safety treatments is the use of hotsiesttification. However, traditional
hotspot identification techniques do not have any statistical groundsecifially, these
technologies are based on where crashes occur but do not takensigeration whether these
crashes are random events or the result of some underlying factors.

The objective of this research was to incorporate the use ohe@etvapatial statistical methods
with GIS to evaluate an innovative approach of safety data amalydoreover, it was also
intended to provide winter maintenance personnel with means of emgldlgir activities in
relation to specific locations on the system through the resulisatfkdata analysis techniques
coupled with safety (i.e., crash) data.

Through spatial pattern analysis of lattice data, counties withdtatistically significant similar
and statistically significant dissimilar ice-related bes were identified. The analysis was
performed for all counties in the state of Wisconsin using Lbmakn’s | statistic, identifying
eight counties showing similar ice-related crash rates. prbigded the basis for comparing and
contrasting the local/microscopic level patterns of ice-edlarashes in these counties. Spatial
pattern analysis on a local level was performed through thefusenetwork cross K-function
which identified the clustering of crashes around specific ilmtsit specifically bridges. This
not only identified areas of hotspots for ice-related crashesbbuight a measure of
understanding towards the factors affecting these crashel, asi their proximity to the
aforementioned geometric features. Furthermore, unlike the faharction which analyzes
patterns for data distributed in a planar space, a network cragscKon brings added accuracy
to data analysis that is inherently network-constrained, for example rohd<xras

LITERATURE REVIEW
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A literature review was completed which looked at the siktbe-practice of GIS in
traffic safety data analysis, advanced spatial statistieshods, and pattern analysis techniques
for safety data. The recent past has seen tremendous advatscen@IS software capabilities
and an increase in the availability of spatial datasets, iefigepoint datasets representing a
point location for each crash. GIS use has been most effattarealyzing point crash data as it
identifies spatial patterns of safety trends and issues winiclotherwise difficult to observe
from tabular datasets. Several studies have been conducted taslkessphkial patterns in
vehicle or pedestrian crashes for identification of criticalations {). Kim and Yamashita
analyzed spatial patterns of pedestrian crashes in Honolulu, Hasiag K-means clustering
techniques ). These spatial patterns identified areas of high pedestreshes that were
present in light of various demographic features such as populatianawuse. Similarly,
Levine conducted a spatial analysis of Honolulu crashes irotitext of varying conditions and
noted the limitations of “blackspot” analysis in describing the lonand causation of different
types of crashes8]. Thomas carried out a study for black zones and found several acdsimag
defining black zones (i.e., high crash frequency locations) ugagat autocorrelation and
kernel methods on road segmerd$. ( Abdel-Aty studied the spatial effects of crashes at
intersections along corridorS)(

The research previously cited applied various methodologies to ev#heaspatial patterns of
crashes alone, indentifying potential hotspots or high crash locatiorsgious scales. The aim
of this research was to extend the spatial pattern analys@ashes in conjunction with

geometric feature locations to study the interactions betivampoint patterns. The idea was to
determine the underlying factors and relationships between crasttegeometric features

leading to the causation of the crashes.

Spatial statistical tools have been used for many yearssiakpén the fields of epidemiology
and social sciences to study the spatial variation and geogrdppendencies in relevant
datasets. Such datasets can occur anywhere in planar spaegh®methodologies have been
developed accordingly. However, in the case of crash datasamdlye assumption of planar
space is no longer valid because distances are only relevannetwork. Therefore, spatial
statistical techniques had to be modified to address the issedwairk dependencies. Yamada
and Okabe derived the K-functions and cross K-functions for a netwdineir ground breaking
research in 20016). Yamada and Thill provided a comparison of network and planar K-
functions by analyzing crash data from New York to show how ¢keraptions of planar space
are unsuitable for crash data analy3is (In subsequent research, Yamada and Thill described
another network based K-function to indentify local spatial pattemsréshes in the New York
area 8).

This research advances the traditional hotspot analysis by madengf the cross K-function on

a network to analyze the relationships between two point patterashes and geometric
features. Literature suggests that most research desigratiliyze spatial point patterns was
focused on a particular scale, for example at a city tevgide level. This research is unique in
that it considers a statewide level through lattice data sisaly prioritize locations that were

further analyzed on an individual point scale for each county. Thisoshgtrovided the most

comprehensive analysis on varying scales starting from tteasvetie level and scaling down to

individual crash locations, void in the literature.
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OBJECTIVE AND HYPOTHESIS

The objective of this research was to combine advanced spatisiicthimethods with
GIS functionalities to analyze spatial patterns of safety data.aibh was to show the usefulness
of these techniques by analyzing county level data and identifgetgakpatterns of ice-related
crashes that occurred in the selected counties. Reseafobesed on the identification of
specific features to better understand the underlying faetffexting those crashes; thus,
providing grounds for improving safety.

Ice-related crashes were selected for analysis becaugge latetks, and nearby locations are
widely known to be prone to ice formation during the winter season. ctpdbmost all the
counties in the state of Wisconsin perform significant levelsfieing or de-icing treatment at
bridges and/or nearby locatior®).( As a result, bridge locations can be considered one of the
factors that can be evaluated using the statistical methodologies thhteate detect clustering.

The clustering of ice-related crash patterns against bridgéidas would provide evidence that
these crashes are related to the location of the briddesould help prioritize locations for
winter maintenance personnel and help them focus winter mainterzativgies at such
locations leading to more effective, efficient, and pro-aatantenance activities. Moreover,
the identification of relationships between ice-related craahdsbridge locations for counties
with similar ice-related crash rates would present a suitzdses for comparing the patterns of
these counties with each other. This would help winter maintenarsenmel compare and
contrast their activities across different jurisdictions and make saiitalprovements.

This research also furthers the state-of-the-practice lmg uattice based pattern analysis and
network based point pattern analysis together with GIS using s#digdyto identify areas of
winter maintenance focus and provide useful insight to winter nmainte personnel in terms of
prioritizing and modifying their winter maintenance activitie§he procedures identified and
streamlined in this research can easily be incorporated to sthdytypes of safety data at any
location.

DATA COLLECTION AND PROCESSING

The first step in the data collection process was to assemhtmivalata elements
required for analysis on a state level. The state was fusdggegated by county because it
provided a well-defined jurisdictional-based global picture of theesn terms of data being
analyzed. It also provided a global overview of the safetyeissudied here to identify focus
areas for more detailed analysis. County level analysistheasdirst step by which areas of
similar safety performance in terms of ice-related leeascould be scrutinized for further
microscopic analysis. Figure 1 shows a flowchart of each etatafiection, processing using
GIS analyses, and subsequent statistical analyses.

Four years of Wisconsin crash data (2003 through 2006) were obtained farrpiose of this
research. The crash data were reduced to Noverifdbraligh April 38" of the following year
which is the typical time period of winter season in Wisconsihis fime frame is also used by
the Wisconsin Department of Transportation (WisDOT) for wintaintenance purposes. Crash
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data covering three winter seasons of 2003-2004, 2004-2005, and 2005-2006 wereecbnsider
Wisconsin crash data contains two sections regarding weatheriaosdit the time of the crash,
namely “weather conditions” and “road conditions”. Ice-related ceaslege identified for the
three winter seasons as those crashes which occurred wih tbe pavement, sleet falling, or
both. Alongside the crash data, winter vehicle miles travéWddiT) data were also obtained
from the Wisconsin winter maintenance reports covering the preyioushtioned three winter
seasons. An ice-related crash rate was calculated to normakhesiby some level of exposure

to facilitate the comparisons between counties. An ice-related crastasatiefined as follows:

IC
X =—"
Y

(1)

Where:

X = Ice-related crash rate for coumty

ICi = Total number of Ice-related crashes in coungnd

WV; = Exposure represented as 100 million VMT in entire winter season in dounty

Bridge location data and State Trunk Network (STN) system raads also obtained for the
entire state of Wisconsin in the form of shapefiles using advageegrocessing techniques in
ArcGIS software, only for those counties which were analyzedisnresearch. Details of the
datasets and processing procedures are presented in Figtinergé. were 66, 38, 29, 20, 56, 51,
51, and 160 bridges each for Barron, Bayfield, Rusk, Washburn, Kenosha, ORadiae, and
Waukesha counties, respectively. Note that crash data wereabelgted for the STN system
because traffic volume information was not available for local rodusWisconsin STN system
consists of the Interstate, US, and State highways. Moreovatt grographic locations of
crashes were required to conduct some of the point pattern anadgsisbdd further in this
research, which were not available for all local roads. A paeearch project has recently been
completed to overcome this local road limitatidQ)( For the purpose of this research, the data
analysis was confined to crashes that occurred only on the Wis&®nii roads. A shapefile of
crash locations was generated by the Wisconsin Departmé@mnamdportation (WisDOT) using
intersection or milepost location, distance of the crash fromseddon/milepost in increments
of one hundredth of a mile, and STN specific reference point tad@dasfying specific locations
on the system, thus allowing the researchers with an accurate position of ies.cras

METHODOLOGY

The first step in this research was to plot the ice-crasis end analyzing their patterns
on a statewide level to identify counties that were part aflarwegion displaying similar safety
trends. These counties were then selected for microscoplalealgsis. Moreover, analysis of
locations displaying similar global safety trends could then bepaced to identify potential
differences in winter maintenance activities and procedures.

TRB 2009 Annual Meeting CD-ROM Paper revised from original submittal.



Khan, Santiago-Chaparro, Qin and Noyce

Results - Clusters of
Similar Ice-Relatec
Crash Rate
Locations - Select /,
Statistically
Significant Similar
Counties

Wisconsin STN Wisconsin Count
Crashes 2003 — | Select by Bounda ’
2006 — Point d Attributes Shal eﬁ:z
Shapefile i
4
Icce:-ReIatec Geo-processing - Calculate
rashes i
the Number of Crashes ir
Winters 2003- > Each Count:
2006- Point Y
Shapefile
4
Wisconsir
Winter VMT Number of
Ice-Relatec
Data by Crashes b
County 2003- Count y
2006 Y

Local Moran’s |
Statistic

Ice-Relatec

Crash Rate
by County ir
Wisconsir

A
Gec-processing —
Clip Crash Points
Using County
Boundary

A

Ice-relatec
Crash Poini
Shapefile for
Selected
Counties

Wisconsin
Bridge
Location Point
Shapefile

Gec-processing —
Clip Bridge Points
Using County
Boundary

4

Bridge Point
Shapefile for
Selected

Counties

v

Gec-processing —
Clip STN Road
Polyline Shapefile
Using County

Boundary

A

STN Road
Shapefile for
Selected

Counties

LEGENC o Network Cross K-functior -
Analysis
GIs
Datase i
Geo-
processing Results —
Incremental and
Spatia
Statistica
Method

Cumulative Cross K-
function Graphs

Figure 1 Flowchart of data collection and processig for Wisconsin ice-related crash analysis 2003-260

TRB 2009 Annual Meeting CD-ROM

Paper revised from original submittal.



Khan, Santiago-Chaparro, Qin and Noyce 7

To analyze the patterns of spatially distributed features, édvpedlerns can be visually
interpreted through frequency, mean, or proportion measurements on (dfatgd maps.
Although ice-related crashes could easily be plotted statewideability to visually discern
spatial patterns and to identify areas which have similar oindias performance was limited.
There was a need to identify statistical processes thaprocaside a quantifiable measure of
spatial patterns rather than a pre-defined ranking or number bassificdéion because visual
interpretations alone cannot provide conclusive results. Spatial patterns slipyatatistically
significant quantities, which describe those patterns accurately resolve the issue by
providing a quantifiable method of analysis.

Local Moran'’s | Statistic

There are several statistical techniques available for analyspatial patterns of lattice data
providing different answers based on desired results. Some idelisters of high or low
attribute values (Getis-Ord Gi* Statistic) while others idgntlusters of similar or dissimilar
values (Anselin’s Local Moran | Statistic). Both of thesatistics are part of local spatial
autocorrelation statistics which can identify the local spafiastering around an individual
location, especially in cases where global statistics may fail ¢ztdibiese patterndX). The use
of local spatial statistical techniques can discern spatiérpa which could get masked by
global spatial autocorrelation statistics and adds depth anificagt to the results which could
otherwise be a chance occurrence. With these requirements in timendnselin’'s Local
Moran’s | statistic If) was selected to analyze patterns of ice-related @asha statewide level
for Wisconsin 11).

li, identifies clusters of areas that have statistically Sagmt similar or dissimilar valuedll).
Output consists of a statistic valu@nd associated Z score for each feature in the study area.
The resulting index valukefor a specific feature indicates that it is clustered witrer features
with similar attribute values. A negative value for a feaindicates that the feature is clustered
by dissimilar values, hence it is an outlier. Z scores arasumes of standard deviation
associated with a standard normal distribution calculated usingtibeof differences between
observed and expected (mean) values; representing statisgicsicance of the index value.
Anselin’s research provides additional details on calculating éeghe@lues and Z scorekl].

Z scores indicate whether the similarity or dissimilanityattribute values between the feature
and its neighbors is greater than one would expect simply by ch@heeZ score can be
interpreted similar to the index value. A low Z score indicatestering of dissimilar values
while a high Z score indicates clustering of similar valu€se more positive or negative the Z
score, the more significant the results are. [Thttistic can be presented as follows:

IR @

Where:
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N
25

g2 _ LAy 3
Lre ©)

;. ice-related crash rate of site

X;: ice-related crash rate of neighboring locations toi site

w;j: spatial weight matrix for all sitgsand

N: number of weighted points, each representing ice-related crash raselfocounty.

In Equation 2j is the site with an attribute valoewhere thd; statistic is being calculated ard
are neighboring locations with similar or dissimilar attrédoutilues. For analysis, the attribute
values were multiplied by the spatial weight matmy;, that defines which locations were
included in the analysis and the corresponding weight. Locatiandj in the above equation
are depicted by the geometric centroids of individual counties fivecdata were aggregated at a
county level. Attribute values used at these sites wereelated crash rates, which has already
been defined.

In any type of clustering analysis, one of the most important iqnestis that of the
conceptualization of spatial association among the features, @otis¢ruction of the spatial
weight matrixW. It was decided that the proposed choice of weight matrikignresearch
would be based on an inverse distance relationship, which means thaflubece of spatial
relationships decreases as an inverse function of increasingcéistdhe choice was based on
the premise that features close to each other are more rsitmla features further away,
although further research is required to bring some objectivity to this ubjsetection.

Network Cross K-function

The second step of analysis was based on the analysis of twopptmins and their inter-
relationship. The idea was to analyze the spatial patterns-oélated crashes for counties that
display similar safety trends. The patterns were analyzeshfth county identified as belonging
to a statistically significant cluster of counties that digpsimilar safety trends. This would
enable the comparison of the distribution of ice-related cragfsssa bridge locations in each
county. As mentioned in the literature review, there are a nuwibpoint pattern analysis
methodologies developed for use in the field of epidemiology and saiglcses. The K-
function method is one such procedure which has been most widelyl2yedHpwever, these
methods are based on the assumption of data being distributedan gp@ce. This assumption
is violated for the purposes of crash data analysis, hence ttekefosiction for network was
selected as the appropriate method for this resedaBrh (

The network cross K-function describes the relationship between tte¥ngaof two sets of
points, for examplé\ = {alaz,...,ana} andB = {blbz,...,bnb}, placed on a finite planar network
(Ly), and shows whether set of poifdsaffects the location of set of poims(6). To examine
this effect, the null hypothesis is that the set of pdhits distributed randomly according to the
binomial point process regardless of the location of the set of @inte this hypothesis is
rejected, it can be reasoned that the location of set of @aiffects the distribution of the set of
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pointsA. Note that no assumption is made with respect to the distriboftipointsB (6). The
cross K-function can now be defined as follows:

1 (thenumberof pointsof A within j @

K2(t)=—E _ o
p. \networkdistancet'of apointb, in B

Where:

A= Set of point locations of ice-related crashesh@enSTN roads in each county,
B = Set of point locations of bridges on STN roadsasch county,
E() = Expected value d following binomial point process, with respecttg...,.b, (bI € B),

Pa= Density of points oA, which is equal to./|L+|,

n, = Total number of ice-related crashes,

Lt = Finite planar network of STN roads in each cguand

K P(t): Network cross K-function oA relative toB, for the binomial point process.

The results of the observed network cross K-fumctian be plotted on a graph which shows the
clustering or dispersion of points at various diseascales. The expected value can also be
plotted on the graph to show the upper and lowex fiercent bounds and show the statistical
significant of the observed network cross K-funetett the 95 percent confidence level. If the
line of observed values lies above the upper femegnt line, the pattern is said to be statistcall
significant clustered. If the observed line liedolmethe lower five percent line, the pattern is
statistically significant dispersion. If the obsed line lies within the upper and lower bound
lines, there is no significant relationship betwdbe two point patterns and the points are
distributed independently of each other. A momrahgh discussion of the network cross K-
function can be found in the literaturksy.

RESULTS AND DISCUSSIONS
Local Moran’s | Analysis Results

The first step of the analysis was to analyze #fetg performance of counties in terms of ice-

related crashes. The goal was to identify countigls similar safety performances so that the

results of local level analysis conducted for thosanties could be compared with each other.
Ice-related crash rates as defined in previousiosectwere calculated for each county in

Wisconsin based on crash and winter VMT data foeghwinter seasons between 2003 and
2006. Table 1 presents the number of ice-relatashes, VMT, crash rates, percentage of ice-
related crashes, and the results of Local Moramsalysis for the selected counties. The crash
rates (per 100 million vehicle miles traveled) weptetted on a map for visual interpretation as

shown in Figure 2 (a). Although the figure preseatfair picture of how the crash rates are
distributed amongst the counties, it is difficdtdiscern any consistent spatial patterns from this
figure alone. Moreover, the mapping of crash rakse does not contain any statistical

significance as to which counties are more sintlian others. Any area clusters which display
similar or dissimilar crash rates cannot be visudikcerned in the absence of any statistical
evidence.
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To increase the statistical sensitivity of the sebm of counties with similar ice-related crash
rates, the Local Moran’s | statistic was used. Tdémults of the Local Moran’s | statistic are
displayed in Figure 2(b). Counties with a Z scofgreater than +1.96 represent locations that
are part of statistically significant clusters amsar ice-related crash rates at 95 percent
confidence level, and vice versa. Figure 2(b)ss averlaid with the actual value of ice-related
crash rates for each county represented by dotsizkeof which is proportional to the value of
ice-related crash rates, with larger dots reprasgmigher rates. Results identified four clusters
in different regions of the state that displayistatally significant similar ice-related crasheat
values. These regions are located roughly in theghWest, Southeast, North central, and far
West regions of the state. Although there are someties located next to each other that
display similar safety trends, they are not partaoftatistically significant cluster due to
variability in the ice-related crash rates in tivermll proximity of those counties.

The results of Local Moran’s | analysis were useddlect counties for which the network cross
K-function analysis was conducted, and to idenitify relationship between ice-related crashes
and bridge locations. Although clusters in fouifedent regions were identified, consisting of
between two and eight counties each, two regiorth f@ur counties each were selected for
further analysis. These two regions were selelbtruse they were part of the biggest clusters
yielding greater number of counties for analysioreover, the geographic proximity would
well represent the varying nature of winter weathetween the North and South of the state.
The two regions were located in the Northwest aadtigast areas of the state and the eight
selected counties are shown in Figure 2(c) andr€ig(d). It is also observed from Table 1 that
although the counties display varying ice-relatessle and winter VMT trends, their ice-related
crash rates are quite similar. This provided thsidfor comparisons between the counties in
terms of their winter maintenance strategies tateruce-related crashes, especially in the form
of pro-active anti-icing winter maintenance actest

Table 1Results of Local Moran’s | Analysis for Staistically Significant Selected Counties in Northwesand
Southeast Regions in Wisconsin

Winter VMT lce-Crashes Percentage Crash Rate Local
Count (in 100 (IC;, for 3 of Ice- (xi, by 100 ) ras  Moran's
Y millions, for 3 vears) Crashes million ( Z-Score
Years) (%) VMT) !
. Barron 7.774 122 26.64 15.69 0.16 2.02
]
q;) Bayfield 3.069 56 23.93 18.24 0.19 2.22
e
g Rusk 2.307 41 23.70 17.77 0.14 1.97
Washburn 3.715 70 19.83 18.84 0.22 2.60
. Kenosha 20.700 157 6.90 7.58 0.35 2.63
2]
§ Ozaukee 12.958 37 4.12 2.86 0.64 5.92
(/8) Racine 22.953 152 5.62 6.62 0.48 3.50
Waukesha 57.315 258 5.36 4.50 0.602 5.51

TRB 2009 Annual Meeting CD-ROM Paper revised from original submittal.



Khan, Santiago-Chaparro, Qin and Noyce 11

o
&)

=

i)

RIS

0 25 50 100 150 200 Legend

s Kilometers
fr— 2003-2006 Ice-Related
Crash Rates
[ 1.00 - 5.00
[ ]5.01-10.00
[ S [ ]10.01-15.00
[ 15.01 - 20.00
B Rusk p -
arron Lincoln ‘ % [ 120.01-25.12
Marathon
Wood Hpntmge

7 L. Manitowoc
Waushataygio o cbabo

® Calumet Bayfield

Washburn

Barron

Waukesha

Racine

Legend

Local Moran's I~ 2003-2006 Ice-Related
Z-Score Value Crash Rates

B <2-19 © 1.00-500

| 1195-196 @ 5.01-10.00
Bl o7-702 @ 10.01-15.00

@ 15.01-20.00

. 20.01 - 25.12

Figure 2 (a) Ice-related crash rates for Wisconsinaunties 2003-2006 winter crash data. (b) Local Mords |
analysis Z score values for Wisconsin counties. (8elected counties from cluster of statistically smficant
counties of similar ice-related crash rates in Nohwest region. (d) Selected counties from cluster of
statistically significant counties of similar ice-elated crash rates in Southeast region

TRB 2009 Annual Meeting CD-ROM Paper revised from original submittal.



Khan, Santiago-Chaparro, Qin and Noyce 12

Network Cross K-function Analysis Results

The network cross K-function analysis was conduaisohg the SANET tool developed by
Okabe, Okunuki, and Shiod#&4). The aim was to identify clusters of ice-relatedshes as well
as study the relationship between ice-related esasind the location of bridges in each county.
Figures 3 and 4 show the results of network crogsri€tion analysis for counties selected from
the Northwest and Southeast regions, respectivéigpr each county, there are two graphs
showing the results of incremental and cumulatiwes K-function values up to a distance of 1
km either side of a bridge. The x-axis shows tleedasing distance away from a bridge location
and the y-axis shows the number of crashes obsemthth each distance increment for all
bridges in a county. The graphs indicate the imeiahip between bridge locations in individual
counties and whether ice-related crashes cluggeifisantly within 1 km of either side of the
bridges.

Northwest Counties Results

Figure 3 shows the results of cross K-function ysialconducted for each county selected from
the Northwest region of the state as shown in Ege(c). Figure 3(a,b) and Figure 3(c,d)
display statistically significant clustering of tcelated crashes around bridge locations in Barron
and Washburn counties, especially the county ofrdamwhich shows very high clustering
depicted by the large spike of the observed crodanktion line within the first 100 meters
(Figure 3(a)). Conversely, Rusk and Bayfield casshow no significant clustering of ice-
related crashes around bridge locations as showigure 3(e,f) and Figure 3(g,h), respectively.
Although the observed K-function line is above thean line at certain distance increments,
suggesting a clustering tendency, the resultsnaaiclusive at 95 percent confidence level.

The results of the K-function analysis for countieshe Northwest regions suggests that bridge
locations in Washburn and Barron counties are npoome to the occurrence of ice-related
crashes than in the counties of Rusk and Bayfi@oen the similar safety performance of these
counties for ice-related crashes, the differenoebe occurrence of ice-related crashes at bridge
locations are clear. The results provide conckigividence that the counties of Washburn and
Barron should focus additional maintenance attenbio bridge locations. Moreover, the results
also provide an opportunity for the counties to pare and contrast their winter maintenance
activities in relation to bridge locations to impeoeach county’s results. Several reasons could
cause differences in patterns, including differemcewinter maintenance techniques and
priorities, specifically in terms of anti-icing \8ers de-icing strategies.

Southeast Counties Results

Figure 4 shows the results of K-function analysisducted for each county selected from the
Southeast region of the state as shown in Figud). 2(Figure 4(a-h) shows statistically
significant clustering of ice-related crashes atbhbrdge locations in all the selected counties in
this region. Clustering is also very close to ltteation of the bridges, almost within the first 50
meters on either side of the bridge. Moreover,dhstering tends to become insignificant very
quickly as the distance from the bridges increasBEsese results are consistent throughout the
four counties similar to the ice-related crashgate
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The results of the K-function analysis for countieshe Southeast regions suggest there is a
significant relationship between the occurrencé&eifrelated crashes and bridge locations. The
results provide conclusive evidence that the cesnvf Ozaukee, Waukesha, Racine, and
Kenosha should focus additional maintenance effors bridge locations to reduce the
occurrence of ice-related crashes.
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Figure 3 Network K-function results of statistically significant counties selected from the Northwesegion of
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CONCLUSIONS

This research demonstrated the innovative appbicadind usefulness of integrating GIS based
data with advanced spatial statistical technigquastlie analysis of safety data for winter
maintenance purposes. The use of network basédtisted methods such as the cross K-
function was the most significant improvement irs ttesearch. As previously mentioned, most
spatial statistical methodologies were developeddftasets distributed in planar space. The
assumption of planar space is violated for cragh;dence, the use of network based methods
takes added significance, especially when analythiagnicroscopic components of a large scale
system such as the case of looking at individuatuies over several counties.

The aforementioned procedures bring an added ancdrmension to the analysis of safety data
which had been previously missing and can be pdatily useful to support winter maintenance

decisions. The use of safety data for winter nemiahce evaluations provides a different
perspective to winter maintenance decision makihglvhas not been previously explored. The
results of this research were not only based omaVisnaps and interpretations but also

incorporate the use of advanced statistical metlogées. Analysis at the levels shown in this

research are rare in the literature. In fact, nststlies available focus their analysis at smaller
scales such as streets or county levels due toodatamputational limitations.

Research findings showed patterns of ice-relatedhas in relation to bridges which are
considered to be ice-prone locations, and are tworisf of winter maintenance activities
conducted by counties such as anti-icing and degiciThis research adds to this knowledge by
providing statistical measurements that suggestitkarelated crashes cluster around bridges at
several locations. Thus, for those counties wheeerelated crashes cluster around bridge
locations, winter maintenance activities shoulddmised at bridges to improve the safety. The
results indicate bridges where ice-related crasheser as hotspots enable stakeholders to focus
their maintenance and safety improvements at locstcontaining features that are causing the
clustering of crashes. County winter maintenaneesgnnel can use the results to improve
current winter maintenance policies and implememiagtive measures such as anti-icing at
bridges. Moreover, the fact that patterns of elated crashes were analyzed for counties in the
same region with similar ice-related crash ratesvipges the basis for winter maintenance
personnel to compare and assess the differene@stier maintenance techniques.

Although this research was focused on applying odlogies to identify crash clustering
around bridges, the set and sequence of procedisexs in this research are not limited to
analysis of weather-related crashes. The methggatan be easily applied to other types of
crash data either by individual types or severgiast different geometric features such as
intersection locations, and segment mid-pointsol§ ased in this research are readily available
online and would only require basic GIS knowledgd the use of ArcGIS software.
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